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First-Principles Calculation of Local Atomic Polarizabilities
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Common methods of determining atomic polarizabilities suffer from the inclusion of nonlocal effects such as
charge polarization. A new method is described for determining alilynitio atomic polarizabilities based

on calculating the response of atomic multipoles to the local electrostatic potential. The localized atomic
polarizabilities are then used to calculate induction energies that are compaitehttio induction energies

to test their usefulness in practical applications. These polarizabilities are shown to be an improvement over
the corresponding molecular polarizabilities, in terms of both absolute accuracy and the convergence of the
multipolar induction series. The transferability of localized polarizabilities for the alkane series is also discussed.

1. Introduction moleculé-> to a set of atomic polarizabilities. This method can
yield dipole, quadrupole, and higher multipole polarizabilities,
but it becomes impractical for large molecules due to unphysical
negative polarizabilitie$.The partitioning approaches may be
. X i divided into real-space and basis-space partitioning. In real-
simulations are a \(aluable tool for the U’?defSt?‘”d'”g of space partitioning, the molecule is divided into atomic regions
molecular properties in the condensed phage, |nclyd|ng aqueou%sing either integration griflor by using Bader’s theory of
and nonaqueous .SOIUt'OnS’ as well as investigating phaseatoms in molecule$,and these regions used to determine the
transitions an_d I|qu|q str_uctu?e. ) . atomic polarizabilities. Basis-space partitioning, such as the
Molecular simulations involve the exploration of the potential yathod proposed by Le Sueur and Sténeses partitioning
energy surface for the relevant system, and thus rely on thepaqeq on basis functions centered on the atoms to determine
accurate determination of the forces between molecules. To4iomic polarizabilities. Both of these methods result in nonlocal
simulate large systems, molecular simulation methods usually o|arizapilities between atomic sites, with large charge flow
rely on atom-atom potentials, where an “atom” may also refer orms that are difficult to localize.
to a region in the molecule such as a functional group, which |, {his paper, a method is described for generating localized
can be described using the united-atom approximation, or a loneomic polarizabilities, based on calculating the polarization of
pair or z-bond. Atom-atom potentials typically involve in-  {he molecule in a finite field and localizing the resulting atomic
tramolecular terms descr!blng pairs of atoms, which include multipoles. The methodology is presented in section 2, and
bonds, bond angles, and dihedral terms, and intermolecular terms, eliminary results and conclusions are given in section 3. All
that involve nonbonded atoms, which include both repulsion regyits in the paper are in atomic units; the atomic unit of length

and Iong-rangg terms_. _ is the bohr,ap = 5.291772x 10711 m, and the atomic unit of
As well as increasing the size of the system that can be gnergy is the Hartre€, = 4.35975x 10718 J.

studied, the power of modern computers also enables the
development and use of more accurate potential models. One2. Theory
area where potentials may be improved is in the treatment of
long range induction and dispersion forces, which are important
for the simulation of weakly interacting systems, such as those
involving van der Waals forces or hydrogen bonding. To
accomplish this within the atormatom ansatz, it is necessary
to determine localized polarizabilities for the atoms, where %l @S
“localized” means that the polarizabilities involve only the A A A
response of a single atom or region to the potential at the center AQﬁ == Z Qe ViR (F = T o) (1)
of that region. «
There are several methods for determining atomic polariz-
abilities, which can be divided into fitting and partitioning = "~ =" . ) .
approaches. Of the fitting approaches, Thole’s metinaaly be ics? Vi, is the magnitude of thex" component of the applied
used to obtain isotropic atomic polarizabilities by fitting to the Potential expanded about the origin of region A, @i the

overall molecular polarizability; however, the method is limited COTresponding real spherical harmonic operator.
to dipole—dipole polarizabilities. An alternative is to fit point- If the atomic polarizabilities obey eq 1, they can be calculated

to-point induction energies computed on a grid surrounding the PY Placing the molecule in a series of external potentials, and
solving for the polarizabilities based on the change in the

* Corresponding author. E-mail: timothy.lillestolen@nottingham.ac.uk. mP'tiPO'es of region A induced by the diﬁ?rent p_OtemM%“
T E-mail: richard.wheatley@nottingham.ac.uk. It is also necessary to calculate the atomic multlp@és and

10.1021/jp073151y CCC: $37.00 © 2007 American Chemical Society
Published on Web 10/05/2007

With the increase of computational power, it has become
routine to perform molecular simulations involving thousands
of atoms, especially in biological systems of intefe$hese

Atomic polarizabilities describe the response of the multi-
poles,Q?, of a region A to an electrostatic potentisff}, applied
at the origin,fa, of the region. Using a standard notation, this
response can be written in terms of atomic polarizabilities
A

wherelk refer to the real components of the spherical harmon-
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TABLE 1: Localization Procedure for the CO Molecule? TABLE 3: Molecular Isotropic and Anisotropic
. Polarizabilities from This Work and Experimental Values
Polarization—o(Q)/0Vir from the Literature @
I"=1 /&) A(X.l [\ O
=0 =1 =2 =3 co 12.15 3.54 86.17
Before Localizing 13.18 [ref 18]
C —3.733 3.157 —6.631 3.636 CG, 15.02 11.90 118.06
o) 3.733 3.397 —1.355 —3.659 17.81[ref20],  14.82[ref 21]
After Localizing 16.92 [ref 18]
H.0 7.97 1.34 27.43
8 8 ;53 _91583%3 1241‘-173204 9.64[ref22],  0.67 [refs 23 and 24]
: : : 10.13 [ref 18]
" =2 CoH» 22.53 12.57 170.57
23.53 [ref 18]
=0 =1 =2 =3 CoHy 27.48 13.31 269.93
P 27.70 [ref 19], 11.4 [ref 25]
Before Localizing
c 6.939 —9.826 53.488  —41.241 28.26 [ref 18]
o —6.939 17.145 4.129 —2.360 a All quantities are in atomic units.
After Localizing
C 0 —13.363 45.948 —48.543 The method chosen to localize the polarizabilities involves
0 0 5.888 28.130  —62.306 removing nonlocal polarizabilities of the lowest rank first, and
" =3 progressively increasing the multipole rank to obtain dipole
=0 =1 =2 =3 polarizabilites, quadrupole polarizabilities, and so forth. At each
— — R — stage in the procedure an external potential;R(r), is applied
Before Localizing to the molecule where initially’ = 1. This potential is then
c —58.840 —5.540 —196.436 270.622 expanded about the origin of each region to give the local
o) 58.840 —71.668 144.108  —64.337 A " .
After Localizing potentlalvlyk. of eq 1 (where\/_l.,K, = Vpe Oy, @and contribu-
c 0 40127 ~ 155.486 250 027 tions to the local potential witll < I"" also occur due to the

o 0 8.111 30.434 156.643 change of origin). The DMA multipole®!}, are differentiated
analytically with respect to the local potential to obtain the
poIarization,AQﬁ, per unit applied potential, for each region.

Stone’s distributed multipole analysis (DMA) algorititis used The charge polarizationAQpg, induced by the applied
for this purpose. However, this formulation of atomic polariz- potential is the lowest-rank nonlocal polarization effect. To
abilities produces nonlocal polarization, because a potential localize the charge, it is assumed, for each pair of regions A
applied to one region of the molecule causes a response inand B, that a certain amount of charge on @, is
another region. For example, applying a potential difference “incorrectly” assigned to region A by the DMA when the
between two regions causes charge flow between the regionsexternal potential is applied, and that this charge should have
that can only be described by using nonlocal charge-flow been assigned to region B. The method for determining the size
polarizabilities. This effect is not restricted to the DMA of Q5" is described below. The “unwanted” chargg), ®,
algorithm but occurs for all commonly used methods of on A is then removed from region A and reexpanded as a
calculating atomic multipoles. multipole series about the center of region B, producing a new
If polarizabilities are to be local and are to obey eq 1, then charge, dipole, quadrupole, ... at B. By transferring “unwanted”
it must be concluded that nonlocal effects arise from the method charges between each pair of regions, the total charge polariza-
of calculation of the atomic multipoles and their response to tion is made zero in each region, as required.
the potential. The procedure described here for localizing After the “unwanted” charges have been eliminated in this
polarizabilities can therefore be seen as making small modifica- way, the new “localized” polarization componemQﬁ, which
tions to the DMA algorithm, such that nonlocal response effects include the contributions obtained from moving the charges,

a See text for details. All quantities are in atomic units.

disappear. are used to obtain the atomic polarizabilitie§ ., for each
) o region A, withl" =1"" and alll values up to a maximum desired
-cr:AOBhlhEalgé;u'IAgaomlc and Molecular Polarizabilities for the multipole rank. Because local polarizabilities should be sym-
metric, this also produces atomic polarizabilitie&',.xy with |
Qi =" andl' = I". However, wherl = I' = I" andx = «' the
Ik =10 le =20 ik =30 value ofa,’.*,Kyl,,K, obtained from eq 1 using afix potential is
Atomic not always equal to the value of., ., obtained from an” «’
o5 7.137 1.853 21.724 potential. This is interpreted as an “incorrect” assignment of
Oose 1.853 49.899 —2.228 the atomic multipole in the external potential, and it is corrected
05os 21.724 —2.228 177.844 in an analogous way to “unwanted” charge polarization effects.
0oy, 7.317 —9.839 14.430 Once the local polarizabilities have been obtained!for
oS —9.839 49.108 —93.070 "o Al ; ;
20l 1, anl" = 2 external potential is applied and the calculation
o 14.430 —93.070 405.089 : . : : “ "
30Jic proceeds in a similar fashion. First the amount of “unwanted
. Molecular charge is determined for each region and then removed as
o 14.513 —7.475 48.238 described above. The change in atomic dipoles should then agree
05 —71.475 115.119 —193.311 with eq 1, using the dipoledipole and dipole-quadrupole
%300 48.238 ~193.311 1174.687 polarizabilities,a} ..., obtained with thé"” = 1 potential in the

2 See text for details. All quantities are in atomic units. previous step. If the atomic dipoles produced by the= 2
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TABLE 4: Molecular Isotropic and Anisotropic Polarizabilities from This Work and from the Literature 2

CH4 CZHG CSHB C4H 10 CSH 12 C6H14
o 16.00 27.33 38.75 50.26 61.90 73.62
16.52 [ref 18] 28.52 [ref 18] 39.96 [ref 18] 51.88 [ref 18] 64.64 [ref 18] 77.25 [ref 18]
29.61 [ref 15] 42.09 [ref 15] 54.07 [ref 15] 66.07 [ref 15] 78.04 [ref 15]
Ao 0.00 3.30 5.61 10.73 15.65 21.77
4.3 [ref 16] 7.0 [ref 16] 11.5 [ref 16] 15.9 [ref 16] 21.1 [ref 16]
0, 110.82 360.29 740.40 1360.58 2264.64 3537.34

a All quantities are in atomic units.

TABLE 5: Atomic Isotropic and Anisotropic Polarizabilities

TABLE 7: United Atom Isotropic and Anisotropic
Polarizabilities?

[0} Aoy 2
cO C2H6 C3H8 C4HlO C5H12 C6H14
C 7.37 0.34 37.75 0, C(CHg) 13.67 14.08 14.63 15.41 14.48
(0] 4.79 3.88 19.00 Ao C(CHg) 1.65 5.68 4.81 6.35 5.27
co, dz C(CH) 97.16 107.70 111.48 112.04 100.44
c 397 3.48 13.11 01 C(CH) A 10.58 10.50 12.38 12.04
5 5c3 121 1565 Aoy C(CHy) A 6.59 3.31 3.92 1.99
02 C(CHy) A 63.83 79.22  106.75 83.01
H20 d; C(CH,) B 9.35  10.29
0 5.69 0.96 17.67 Aa; C(CH,) B 5.06 8.52
H 1.14 1.79 1.78 0, C(CHy) B 71.35 85.14
CoH, 2The A methylene groups for carbons are located adjacent to a
c 9.46 4.07 47.80 methyl group. All quantities are in atomic units.
H 1.80 2.22 12.08
CH 11.26 6.28 64.31 A ) _ )
CoHa 05, 5 Dy interpreting any dlfferen_cg bgtv_veen the two as an
c 754 6.10 42.68 “unwanted” quadrupole and localizing it in the same way as
H 3.10 4.09 16.78 the charges and dipoles. This procedure is repeated for higher
CH, 13.74 6.66 98.72 [, if required, up to the maximum desired multipole rank.
a2 Al quantities are in atomic units. Now the question of how much “unwanted” Char@QOﬁB,
. . . _ _ and higher multipole<)" ® to redistribute from region A to B
;ﬁglr_iga%ilit'%lgne Atomic Isotropic and Anisotropic is addressed. The same method is used independent of multipole
componentlx, and external potential componéft. For every
CHis CHe GCsHs CaHio CeHiz Cebhe region A in the molecule, the following equations must be
il C(ccick:br(ﬁ) ) 8-88 gﬂ ‘71-‘21‘71 ;ﬁ ?-8; g-%g satisfied, to ensure that the amount of “unwanted” multipole in
ol 4 . . . . . . H H : : .
& C(Cl-b(4)§) 1690 1136 1101 1960 2033 560 each region becomes zero after the redistribution has occurred:
oy G(Ch A 443 560 697 470 0B — GF ) = ot 2
(08 . . . . — =
oo C(Ch) A ~362 065 17.63 —4.76 Z( e T Qi Quc @
d; C(CH,) B 258 3.75
Aa; C(CHy) B 6.92 11.01 . . ,
02 C(CHy) B —6.25 955 WhereéQﬁ is an “unwanted” multipole of A, according to the
@1 H(CHsw) A 325 315 319 315 323 334 previous discussion. This set &f conditions givesN — 1
Aoy H(CHsw) A 2.96 337 402 443 472 519 |inearly independent equations (because the sum ofNall
GH(CHy) A 1588 1367 1504 11.07 11.80 11.00 equations is zero), for tHg;N(N — 1) different pairs of regions
o, H(CHs) B 323 311 3.08 3.05 . . ;
Aoy H(CHs) B 340 354 349 354 (A,B). Th_e_re are therefqre muI'up_Ie solutions fér> 2 regions,
2 H(CHs) B 1865 1751 16.96 16.08 and additional constraints are introduced to obtain a unique
01 H(CHy) A 3.43 344 3.40 3.30 solution. These are chosen so that “unwanted” multipoles are
Aoy H(CHy) A 343 361 390 374 iy general reexpanded about the centers B that are as close to
gi Eggﬂgg 1588 20.31 ?3;;4 é?é?)? A as possible, similar to the procedure of Le Sueur and Stone,
Aas H(CH,) B 366 4.00 because this optimizes the convergence of the multipole
02 H(CH,) B 19.48 23.37 expansion. Specifically, a system of coupled “time-dependent”

first-order differential equations is introduced for the “unwanted”

2The A methylene groups for carbons are located adjacent to a . . - > )
methyl group, and the A methyl hydrogens are the hydrogens above Multipoles in the different regions A:
and below the molecular plane. The B methylene groups for carbons

are located between two methylene groups. All quantities are in atomic dQ|A ®
units. «

, s = BZ kag(QR(D) — Q(V) 3)
potential do not agree, the “unwanted” dlpolé@ , are dt =

removed from each region A by reexpanding them as multipole

series about the center of region B, which produces new dipoles,where the initial conditionst(= 0) are the “unwanted”
quadrupoles, octupoles, ... in region B. Then, from eq 1, the multipoles in each regiorQ,(0) = 6Q, and the rate constant,
resulting “localized” polarization componerx’&Qﬁ are used to kag, is simply chosen to be one if the regions A and B are
give the quadrupole polarizabilitieaﬁw, with (I = 2,I' = 2) neighbors and zero otherwise. Regions are centered at the atomic
and { = 2, I' = 2). Finally, the quadrupotequadrupole nuclei, and two regions are chosen to be neighbors if a chemical
polarizabilities,ag(yz(,(/c = «'), are corrected so thaf;('z(, = bond exists between nuclei of the two regions.
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TABLE 8: Comparison between Induction Energies Calculated (ab Initio) and Using Polarizabilities

atomic united atom molecular
=1 |=2 =3 =1 | =2 1=3 =1 | =2 |=3

H.O

rms % 0.21 0.07 0.02 0.46 0.07 0.03

max. % —5.84 —2.36 1.23 —13.94 —2.78 1.22
CO,

rms % 0.23 0.14 0.02 0.76 0.45 0.07

max. % —5.36 —2.30 0.82 —14.09 —7.59 -1.77
CH,

rms % 0.23 0.15 0.04 0.59 0.14 0.08

max. % 6.50 4.15 4.04 —20.25 —6.68 —2.63
CoH»

rms % 0.29 0.12 0.02 0.32 0.11 0.02 0.50 0.20 0.05

max. % —-7.13 3.40 2.42 —10.55 —5.47 —1.53 —16.14 —8.49 —3.42
CoHy

rms % 0.39 0.12 0.07 0.51 0.14 0.09 0.68 0.27 0.07

max. % 11.13 3.06 —2.25 —17.98 —6.41 —3.82 —21.14 —8.91 —3.69
CoHs

rms % 0.17 0.12 0.04 0.58 0.16 0.09 0.89 0.41 0.10

max. % 7.14 3.47 4.41 —22.78 —8.06 —4.67 —25.22 —-11.73 —4.77
CsHs

rms % 0.18 0.09 0.05 0.46 0.12 0.07 0.91 0.45 0.17

max. % 5.95 2.91 5.49 —16.81 —6.01 —3.27 —25.11 —12.86 9.10
CsH1o0

rms % 0.16 0.10 0.05 0.44 0.12 0.07 1.24 0.72 0.31

max. % 7.32 2.33 3.28 —16.47 —5.97 —3.50 —29.82 —18.36 —10.32
C5H12

rms % 0.25 0.12 0.07 0.49 0.14 0.08 1.77 1.18 0.71

max. % 10.09 —3.35 4.90 —18.13 —6.26 —4.13 —37.36 37.11 37.37
CeH1a

rms % 0.23 0.12 0.07 0.46 0.14 0.08 2.15 1.70 1.33

max. % 6.06 —2.69 5.80 —17.47 —7.38 431 —-50.75 —62.33 —100.36

a See text for details. All values are in atomic units.

The amount of multipol&), on A that is reexpanded about charge polarization of 6.939 is removed first. This gives a zero

B is then given by charge on each atom and a new total dipole polarization of
1 —17.223 on carbon and-9.748 on oxygen. From eq 1, the
A—B ol B ic di izati i
—= k t) — 1)) dt 4 correct values of the atomic dipole polarization ¥-g potential,
. 2 j‘; AB(QC‘( )~ QD) @ using the dipole-dipole and dipole-quadrupole polarizabilities

) ) ) ) determined in the first stage, ar€l3.363 for carbon and 5.888
whereQ;(t) are the solutions of eq 3, which are simple linear o oxygen. The “unwanted” dipole on each atom is therefore

combinations of exponentially decaying functionstoSince 0Q% = +3.860 andoQS, = —3.860. These dipoles are
10 . 10 . .

the sum of the “unwanted” multipoles is always ze@j(«) = removed from the oxygen atom and reexpanded as a multipole
0 for all A. o series on carbon, and vice versa. Each atom now has a zero
As an example of the localization procedure, results for the charge and the correct dipole polarization. The resulting atomic
CO molecule with bond lengtiR = 2.132Z, the origin of polarizations are presented in Table 1 in the fourth C and O
coo.rqlmates.at the bond centgr, and the oxygen atom on the,gys The localized\Q»p and AQsp polarizations still contain
positive z-axis, are presented in Tables 1 and 2. The coupled conriputions from the localyo potential, and these contributions
Hartree-Fock (CHF) method is used with an aug-cc-pVDZ 416 removed using eq 1 to obtain the quadrupgleadrupole
basis set! Results for” = 0 are shown. The procedure is  anq quadrupole-octupole polarizabilities presented in Table 2.
similar, but simpler, fow” = 0 , because an applied potential  Eingjly, the molecule is placed in an exterigh potential, and
with « = 0 produces no charge flow. _ the resulting polarizations are presented in Table 1 in the fifth
The molecule is first placed in an externab potential, and ¢ and O rows. The atomiaso 30 polarizabilities are obtained
the resulting polarizations for carbon and oxygen are given in y first correcting the charge polarization, followed by the dipole
Table 1 in tk:)e first C and O FOWS. The amount of “unwanted” 4nq quadrupole polarizations. The resulting atomic polarizations
charge is0Qg, = +3.733 anddQq, = —3.733. Solving eqs 3 are presented in Table 1 in the last C and O rows, and when
and 4 givesAQg, © = Y20Q5y; this charge is removed fromthe  corrected for the contributions from the locsho and Vao
oxygen atom and reexpanded as a multipole series on carbompotentials they give the octupet@ctupole polarizabilities
and vice versa. The resulting atomic polarizations are presentedshown in Table 2.
in Table 1 in the second C and O rows. From these results, the
local atomic polarizabilitiespio) (I« = 10, 20, 30), for each 3 Results and Conclusions
atom are obtained, as shown in Table 2. The molecule is then
placed in an external,o potential and the resulting polarizations To obtain results to test this atomic polarizability method with
are given in Table 1, in the third C and O rows. The “unwanted” reasonable computational effort, coupled HartrEeck (CHF)
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theory is used with an aug-cc-pVDZ basis set. The systemsconvergence properties for the atomic multipole series. The
chosen for study are carbon dioxide, water, ethylene, acetylene united-atom polarizabilities for acetylene and ethylene show
and the all-trans conformers of the alkane serig#ltgi2, N = similar trends, and comparison between the atomic and united-
1 — 6), to compare the polarizabilities of similar functional atom polarizabilities suggests that combining a carbon atom and
groups. For all the molecules studied, the geometry is optimized its bonded hydrogens into a single region does not introduce
at the Hartree'Fock level using the same basis set and the any spurious results.
highest available molecular symmetry. A more precise deter-  The results for the alkane atomic polarizabilities are presented
mination of the molecular geometry is not considered necessary,in Table 6. The results are similar to those for the smaller
as the aim of this preliminary work is not to produce quantitative molecules, although the isotropic quadrupole polarizability is
results. Frequency calculations using HF/aug-cc-pVDZ show negative for the A methylene carbons igHg and GHi4, and
that all the molecular geometries are minima, with the exception the B methylene carbon ins8;,. The values of the isotropic
of C¢H14, which has a small imaginary frequencyief = 7.46 dipole polarizabilities for carbon and hydrogen compare well
cm~1. All geometry optimizations and frequency calculations with the average values of Ferraro et'@lThe hydrogen
are performed using the 2006 version of Molptarhe CHF polarizabilities are remarkably constant, with the isotropic dipole
polarization is calculated at each site for multipo@l%up tol polarizability varying by less than 6% independent of which
= 3, in external potential®}-,» up tol"” = 3, after which the carbon it is bonded to. The “united-atom” results for the alkanes
localization algorithm of section 2 is applied to determine the are presented in Table 7. For the methyl regions, excluding
atomic polarizabilities. Two separate sets of atomic polariz- ethane, the isotropic and anisotropic polarizabilities vary by less
abilities are calculated for the hydrocarbons: all-atom polariz- than 6% and 15%, respectively. The quadrupole polarizabilities
abilities, where each atom constitutes a separate region, andvary by less than 7%. The trends for the methylene groups
united-atom polarizabilities, where each region is composed of display similar behavior. This suggests that combining carbons
a CH, group and is centered at the carbon nucleus. and their bonded hydrogens into united atoms leads to the
The molecular polarizabilities are presented in Tables 3 and possibility of transferability of polarizabilities between different
4. The isotropic @;) and anisotropic4a;) components of the ~ molecules.
dipole—dipole polarizabilities and the isotropia) component To test the usefulness of the atomic polarizabilities in practical
of the quadrupolequadrupole polarizability are defined as applications, point-to-point induction enerdieme calculated
using the atomic polarizabilities, and usiag initio methods,
1 5 and the two are compared. The point-to-point induction energy
al_éz RPN ®) is defined as the second-order change in energy when two
‘ nonpolarizable point charges are located near the molecule. The

1 2 ) ab initio energies are calculated using CHF theory. The atomic
Aay = 2 (010,10~ O1¢,01d" T (0,10~ Apg11d” T polarizabilities give point-to-point energies between points P
) 5 5 S JU2 and Q according to
(0y3¢11¢™ O1s12d7) T 3011 T Qg1 T Oygcnas
1
6 _ PA A AQ
(©) Ena=—17 Z Tou®ere Tine o ®)
1 2 lic, ", A
o= - Z Oz, 2 () . N
5% where the sum is over atomic sites A and components of the

. N polarizability l«,I'«’, and Tﬁ% is an interaction function de-
As expected, it is found that the CHF polanzab|I|t_|es unqler_es- scribing thelk component of the potential at atom A produced
timate the experimental values, but the agreement is quallta'uvelyby a point charge at ®The point-to-point induction energies
reasonable. for each molecule are computed using points from the van der

For each molecule studied, the calculation of the atomic \ya4|5 envelope, which is defined as the region that is at least
polarizabilities proceeds in the same manner as for the CO 5 a1 der Waals radii from every atom, and no further than 4
molequle presented in section 2. For the terminal atoms A, which a1 der Waals radii from at least one atom. Using 25 batches
are either hydrogen atc:\ms or the oxygen atoms i, Gl of N = 500 points, theN(N + 1)/2 unique energies for each
“unwanted” multipolesQy, is removed by reexpandirigx0Q;, batch are used to determine the deviations between the multipole
about the only atom B bonded to A, and/xQf, from B is induction energies, determined using eq 8, anchthimitio CHF
reexpanded about A. Analogous, although somewhat moreinduction energies. The results are presented in Table 8. The
complicated expressions, obtained by solving eqs 3 and 4, are“atomic” results use polarizabilities on every nucleus, “united
used to redistribute the remaining “unwanted” polarizations. In atom” results do not have polarizabilities on H atoms, and the
the case of nonlinear molecules, it is also necessary to remove‘molecular” results treat the molecule as a single region. The
“unwanted” off-diagonal polarizations, which occur when root-mean-square (rms) error and the maximum etEgr —

O‘C(,IK’ = GQ'JK- This is done by expanding the “unwanted” Eg.q) are expressed as a percentage of the total range of
multipole such that the resulting polarizabilities are equal to energies, and the sum in eq 8 is truncated=at’ =1, 2, and
the mean vaIueoQ,K, + a,’:’lk)/z. 3, for each model. The rms and maximum error results shown

The results for the isotropic and anisotropic atomic polariz- in Table 8 for the alkanes are consistent with values reported
abilities of CO, CQ, H,0, GHy, and GH,4 are presented in by Williams and Stoné*which are determined by minimizing
Table 5. The diagonal localized polarizabilities are all positive, the rms based on local atomic polarizability models to the
and the carbon atom typically has the largest polarizability in induction energy surface.
the molecule, except in the case of carbon dioxide where the The comparison of the induction energies calculated using
more electronegative oxygen atoms are larger. The size of theatomic polarizabilities withab initio CHF results indicate that
0 polarizabilities for the atoms are also much less than half of the atomic and united-atom polarizabilities perform well,
the corresponding moleculag values, which suggests improved especially as the size of the molecule increases. The atomic
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